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1.  Answer the following questions: 

(a) Why do we need to reduce the dimension of the data? (L9: P5-7) 
(b) What is the scatter matrix (L9: P17)? Understand what about eigenvector and eigenvalue as well as their functions? (L9: P18)  

(c) Understand the PCA application to facial recognition: Eigenface. (L9: P22-26) 
(d) Compare two techniques PCA and LDA, and point out their main difference. (L9: P39-41) 
(e) Point out the difference between PCA and 2D-PCA. (L9: P55)  

2.  From L9: P15-21, PCA method given by using image data is defined, which projects an image space with 644 dimension into 6 dimension eigenvector space. Please understand each step. 
3.  According to the figure in P20, how to find its minimum λ if we hope to get rλ > 60? (λ = 3). 

4.  From P44-49, 2DPCA method given by using image data is defined. Please understand each step. Also, learn the PCA flowchart in P42, please draw a 2DPCA flowchart.
5.  Following flowchart is about 2DPCA+PCA, could you explain why we should put them together and understand its input/output for each stage?
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